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Abstract: Cycling can be particularly beneficial for socioeconomically dis-
advantaged populations for two main reasons. First, cycling enables access
to opportunities that may be unaffordable by other modes. Second, cycling
increases physical activity levels and, consequently, improves health. In this
context, we analyze the extent to which socioeconomic disadvantage im-
pacts cycling participation and cycling duration for both leisure and utility
cycling. en, we examine whether socioeconomic inequalities in cycling
participation can be explained by the environment in which disadvantaged
populations live. e study population includes 167,178 individuals, resid-
ing in 2,931 areas, and 326 Local Authorities. Data on individual factors
were drawn from the Active Lives Survey and data on environmental factors
from several sources. Descriptive statistics and multilevel regression models
were estimated. We found that the likelihood of cycling is lower among peo-
ple living in deprived areas than among people living in non-deprived areas.
is difference is significant for leisure, but also for utility cycling when con-
trolling for individual and environmental factors. However, cyclists living
in deprived areas are more likely to cycle longer per week than cyclists liv-
ing in non-deprived areas, particularly for utility cycling. We also found that
cycling infrastructure and greater levels of cyclability are higher in deprived
areas than in non-deprived areas. is suggests that infrastructure and cycla-
bility are not enough to increase cycling levels among disadvantaged popu-
lations. Further research on other barriers to cycling among disadvantaged
populations is required.
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1 Introduction

e benefits of cycling are widely recognized. Cycling is healthy, affordable, efficient, improves en-
vironmental quality, traffic congestion, and avoids climate change (Garrard et al. 2012; Heinen et al.
2010; Oja et al. 2011; Pucher et al. 2010). For this reason, governments at different administrative
levels are increasingly implementing policies to encourage people of all ages and backgrounds to cycle.

One group that hasmuch to gain from cycling promotion is the socioeconomically disadvantaged
populations (Lee et al. 2012). First, because cycling can allow them to access opportunities such as
better work, training or leisure, that by othermodes of transport theymay not afford. Second, because
it can help these populations to increase their physical activity levels and, consequently, improve their
health. Disadvantaged populations tend to be less physically active than non-disadvantaged popula-
tions (Droomers 2001;Giles-Corti 2002; Lindström et al. 2001), which has been suggested to explain,
at least in part, their poorer health condition and life expectancy (Lynch et al. 1996).

e relationship between socioeconomic disadvantage and cycling is ambiguous. Most authors
agree that cycling for sport and recreation (leisure cycling) is more common amongmiddle- and high-
income populations than among low-income populations (e.g., (Bandeira et al. 2017; Heesch et al.
2015; Kamphuis et al. 2008). However, the extent to which different socioeconomic groups use cy-
cling for transport (utility cycling) seems to be context-dependent. Whereas in developing countries
utility cycling is mainly used by low-income groups (Brussel and Zuidgeest 2012; Vasconcellos 2001),
in developed countries this is not always the case. In Northern Europe, cycling levels are relatively
constant between different socioeconomic groups (Pucher and Buehler 2008). However, in devel-
oped countries where cycling is rare findings are mixed. In the US and Canada, there is evidence that
cycling for transport is more common among low-income populations than among higher-income
groups (e.g., (Plaut 2005; Pucher et al. 1999; Schwanen and Mokhtarian 2005; Winters et al. 2010).
Also in the US, some authors found no association between socioeconomic status and utility cycling
(e.g., (Dill and Carr 2003; Handy and Xing 2011). In the UK and Australia, by contrast, research has
found higher levels of utility cycling amongmiddle- and high-income groups (e.g., (Green et al. 2010;
Parkin et al. 2008; Sahlqvist and Heesch 2012; Steinbach et al. 2011).

Research shows that environmental factors such as cycle-friendly infrastructure, traffic volume,
density, and hilliness influence cycling levels (Fraser and Lock 2011; Heinen et al. 2010; Wang et al.
2016; Winters et al. 2010). erefore, the environment in which specific groups live could explain, at
least in part, inequalities in cycling participation. It is in this context inwhich the research area ‘cycling
equity’ has recently emerged. In the US, for example, a recent study based on data from 22 large cities
found that access to cycling infrastructure was lower in groups with particular types of disadvantage
(lower education, higher Hispanic populations, lower composite SES), but not in groups with other
types of disadvantage (higher black populations, lower-income, higher poverty) (Braun et al. 2019).
In most Canadian cities, low-income populations were found to have better access to cycling facili-
ties than wealthier populations (Fuller and Winters 2017; Winters et al. 2018). By contrast, in South
America, the result of two studies found that the poor areas were under-served (Teunissen et al. 2015;
Tucker and Manaugh 2018). Finally, in Melbourne (Australia), the cycling network was found gener-
ally equitably distributed, although more off-road infrastructure, i.e., safer cycling routes, was found
in wealthier areas (Pistoll and Goodman 2014).

In recent years, there has been a rise in walking and cycling investment in the UK (DfT 2017).
Some of these projects aim to enable disadvantaged groups to cycle. For example, the Bradford Leeds
Cycle Superhighway (WYCA2019)was designed to offer one of themost disadvantaged communities
in West Yorkshire (UK) a cheap and healthy means of transportation between the cities of Bradford
and Leeds. However, except for a couple of socio-spatial studies on the provision of bicycle-sharing
systems (Clark and Curl 2016; Goodman and Cheshire 2014), no study in England has explored to
date the influence that the level of deprivation in which population lives might have on cycling. e
level of cycle-friendliness of deprived areas, or to what extent the environmental improvement of these
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areas could help increase cycling participation among the most disadvantaged groups have also not
been considered.

is paper fills these gaps by addressing two aims. First, it analyzes the extent to which socioe-
conomic disadvantage in England impacts cycling participation and cycling duration for both leisure
cycling and utility cycling. Second, it examines whether socioeconomic inequalities in cycling partici-
pation could be explained by the environment in which disadvantaged populations live. e findings
of the study are intended to inform policies to facilitate cycling among socioeconomically disadvan-
taged populations. is will allow vulnerable groups to gain accessibility and health, and get more
people cycling, which in the long run will benefit us all.

2 Data andMethods

2.1 Data

To understand the relationships between the environment, socioeconomic disadvantage, and cy-
cling participation a combination of ‘individual’ and ‘area’ level sources was needed. e individual-
level data were extracted from the Active Lives Adult Survey (ALS). e ALS is a biannual survey
that contains frequencies and duration of physical activity, including walking and cycling for travel,
of adults aged 16+ in England. Its responses are collected using Computer-assisted web interviewing
(CAWI) online questionnaires and paper self-completion questionnaires, and its sampling is clustered
at the Local Authority (LA) level with aminimum of 500 interviews inmost LAs (303 of 326), which
allows performing analysis up to this geographical level (Ipsos MORI 2019). For this study, the ALS
for the period mid-November 2017 to mid- November 2018 was used.

e area-level data were obtained from the Cycling Infrastructure Prioritisation Toolkit (Univer-
sity of Leeds 2019), the CycleStreets website (Cycle Streets 2020), the Office for National Statistics
(ONS 2019), and the open-source online system for sustainable transport planning Propensity for
Cycle Tool (Lovelace et al. 2017).
2.2 Variables

2.2.1 Response variables

Respondents of the ALS were asked for the frequency (number of times in the last 4 weeks) and the
duration (minutes per week) of their cycling activity. Based on this, we used two response variables:

1. a binary variable ‘cycling participation’ expressing whether individuals cycled or did not cycle
in the last 4 weeks, and

2. a continuous variable ‘cycling duration’ specifying the weekly minutes they travelled by bicycle.
Each of these variables was calculated separately for total cycling, leisure cycling, and utility cycling.

2.2.2 Explanatory variables

A range of individual and area-level factors previously found to be associated with cycling (Fraser and
Lock 2011; Heinen et al. 2010; Wang et al. 2016; Winters et al. 2010) were selected as explana-
tory variables (see Table 1). Seven individual-level factors were extracted from the ALS: ‘Gender’
(male/female), ‘Age’ (16–34, 35–54, 55-74, 75+), ‘Ethnicity’ (white/non-white), ‘Education’ (low,
medium, high)¹, ‘Occupation’ (NS SEC 1-2 Higher social groups, NS SEC 3-5 Middle social groups,
NS SEC 6-8 Lower social groups, and NS SEC 9 Students and other)², ‘Type of area’ (urban/rural),

¹ Education was categorized as ‘low’ (levels 1 or 2 and equivalents (GCSE-level) or below, or ‘No qualifications’, or ‘An-
other type of qualification’), ‘medium’ (level 3 and equivalents), or ‘high’ (level 4 or above).

² Occupation was categorized as ‘NS SEC 1-2 Higher social groups’ (Managerial, administrative and professional occu-
pations), ‘NS SEC 3-5 Middle social groups’ (Intermediate occupations, small employers and own account workers, and
Lower supervisory and tech occupations), ‘NS SEC 6-8 Lower social groups’ (Semi-routine, routine occupations, and Long
term unemployed or never worked), or ‘NS SEC 9 Students and other’ (Full-time student and unclassified).
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and ‘Level of deprivation’ of the area where respondents resided (Q1 most, Q2, Q3, Q4, Q5 least).
Level of deprivation was used as a proxy for socioeconomic disadvantage and refers to the Index of
Multiple Deprivation 2015 (IMD) of the small areas (Lower-layer Super Output Areas (LSOA)) of
England. is indicator is based on seven different domains of deprivation: IncomeDeprivation, Em-
ployment Deprivation, Education, Skills and Training Deprivation, Health Deprivation and Disabil-
ity, Crime, Barriers to Housing and Services, and Living Environment Deprivation (DfCLG 2015).

Five environmental factorswere included from several sources. ‘Cycle tracks (off-road)’ and ‘Cycle
lanes (on-road)’ were collected from the Cycling Infrastructure Prioritisation Toolkit (University of
Leeds 2019)³, and ‘uietness’ (% score per level of stress of routes in each area) from the CycleStreets
website (Cycle Streets 2020). For these three variables, a 1 km buffer per area was created to avoid
over or under-representation in the smallest areas. ‘Density’ (Population/km2) was provided from
the Office for National Statistics (ONS 2019). Finally, ‘Hilliness’ (average fast route gradient (%) of
commute trips in zonewith fast route distance<10kmat theEnglishMiddle-layer SuperOutputAreas
(MSOA) level) was taken from the Propensity for Cycle Tool (Lovelace et al. 2017).

2.3 Data preparation

Respondents with missing data for ‘Ethnicity,’ ‘Education,’ ‘Gender,’ and ‘Age’ were excluded (n =
12,569), which reduced the sample size to n = 167,178 (Table 1). To avoid the presence of extreme
high values in the response variable ‘cyclingduration’, a cut-offof 3,000minutes/week (50hours/week)
was used. For those individuals who exceed this value (n = 42), themean duration of those who cycled
at least once in the last 4 weeks per type of cycling was imputed. Since we did not have access to the
individual identifiers of the small areas (LSOA) in the ALS, which is the area-level at which the Index
of Multiple Deprivation (IMD) was collected, to merge the individual and the area datasets at a level
that could take into account the IMD, first, we had to aggregate the LSOAs dataset by IMD decile
and Local Authority (LA). With this aggregate we had the area dataset at the IMD decile LA-level,
that is, with a maximum of 10 rows per LA (depending on the IMD deciles that each LA had). en,
we joined the individual and area dataset by the common fields ‘IMD decile’ and ‘LA’. e result was
a dataset with two levels: the individual-level with 167,178 individuals and 13 variables (3 outcomes
for cycling participation, 3 outcomes for cycling duration, and 7 explanatory variables), and the IMD
decile LA-level with 2,931 areas and (the remaining explanatory) 5 variables.

2.4 Statistical methods

First, we carried out descriptive statistics. For this, two area-level response variables per type of cycling
were calculated: the ‘proportion cycling participation’ by adding per IMD decile LA area the number
of individuals that cycled in the last 4weeks anddividing it by the total individuals of each area, and the
‘average cycling duration’ by taking themean of cycling duration of thosewho cycled in the last 4weeks
per each IMD decile LA area. With these variables, first, we mapped the proportions of cycling per
type of cycling; then, we created several boxplots. A boxplot of proportions of cycling participation
by quintile level of deprivation, a boxplot of average cycling duration by quintile level of deprivation,
and a boxplot of the density of cycling infrastructure (cycle tracks and cycle lanes) by quintile level of
deprivation. Finally, we draw a bar graph with the area-level response variable proportion of cycling
participation per type of cycling and all the different environmental variables standardized by quintile
level of deprivation. To do this, we took the values of each variable, subtracting its mean and dividing
the differences by the standard deviation.

Second, considering the hierarchical structure of the data (individuals, IMD decile LA areas, and
LAs) and the distribution of the two response variables, we estimated odds ratios (ORs) to explain cy-
cling participation and cycling duration for the explanatory variables using two multilevel regression

³ e data used in the Cycling Infrastructure Prioritisation Toolkit was extracted from theOpen StreetMap (OSM)mid
2017.
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Table 1: Descriptive statistics.

Variables Statistics

Individual factors
No. of individuals (n) 167178
Gender

Male 73904 (44.2%)
Female 93274 (55.8%)

Age
16-34 31785 (19.0%)
35-54 55293 (33.1%)
55-74 64352 (38.5%)
75+ 15748 (9.4%)

Ethnicity
White 154399 (92.4%)
Non-white 12779 (7.6%)

Education
High 85098 (50.9%)
Medium 25258 (15.1%)
Low 56822 (34.0%)

Occupation
NS SEC 1-2: Higher social groups 84636 (50.6%)
NS SEC 3-5: Middle social groups 39353 (23.5%)
NS SEC 6-8: Lower social groups 18500 (11.1%)
NS SEC 9: Students and others 8941 (5.3%)
Missing 15748 (9.4%)

Type of area
Urban 128530 (76.9%)
Rural 38648 (23.1%)

Level of deprivation
Q1 (most) 32163 (19.2%)
Q2 33189 (19.9%)
Q3 33786 (20.2%)
Q4 33748 (20.2%)
Q5 (least) 34292 (20.5%)

Environmental factors
No. of areas (n) 2931

Cycle tracks (off-road) (km/km^2), mean (SD) 3.7 (6.5)
Cycle lanes (on-road) (km/km^2), mean (SD) 1.4 (6.6)
uietness (%), mean (SD) 71.9 (1.7)
Density (population/km^2), mean (SD) 2583.7 (3141.7)
Hilliness (%), mean (SD) 1.9 (0.9)

models: 1) amultilevel logistic regression to predict cycling participation (binary variable), where ‘par-
ticipating’ individuals were those who cycled at least once in the last 4 weeks, and for those individuals
who cycled at least once in the last 4 weeks 2) a multilevel gamma regression to predict weekly cycling
duration (continuous variable). We conducted this analysis per each type of cycling: total cycling,
leisure cycling, and utility cycling. Figure 1 illustrates the conceptual models.

First, we adjusted themodels only for the ‘individual’ fixed effects; then, we adjusted them for both
the ‘individual’ and ‘environmental’ fixed effects. Multicollinearity was tested to avoid multiple fac-
tors correlated to each other. For this, multiple logistic regression models were fitted and the Variance
Inflation Factor (VIF) among factors measured. e VIF score of an independent variable represents
howwell the variable is explained by other independent variables. AVIF score over 5 indicates a prob-
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     Individuals (n = 167,178)

  Gender

  Age

  Ethnicity

  Education

  Occupation

  Type of area

  Level of deprivation

         

     IMD LA areas (n = 2,931)

  Cycle tracks (off-road)

  Cycle lanes (on-road)

  Quietness

  Density

  Hilliness

      

   Cycling participation
 

Any (total) cycling in the last 4 weeks
Any leisure cycling in the last 4 weeks
Any utility cycling in the last 4 weeks

   Cycling duration

Weekly minutes cycling
Weekly minutes leisure cycling
Weekly minutes utility cycling

     Local Authorities (n = 326)

Figure 1: Conceptual models.

lematic amount of collinearity (James et al. 2013). Two independent variables initially included in our
data set (vehicle ownership and average commute distance) were excluded for exceeding this value. In
the process of selecting the variables, where two factors were strongly correlated; we kept those that
were considered socioeconomically more relevant. To simplify and focus on the aims of the study, the
models were presented in a table stratified by quintile level of deprivation without showing the rest of
the explanatory variables (Table 2). e full results of the models can be seen in Table 3, Table 4, and
Table 5 in Appendix A. Final weights (wt_final) provided for the ALS were applied to reduce the bias
in survey estimates.

3 Results

3.1 Descriptive results

On average, in England, 20% of the population did any (total) cycling in the last 4 weeks, 17% for
leisure, and 8% for utility. e average weekly time cycling was 181minutes for those who did any (to-
tal) cycling in the last 4 weeks, 140minutes for those who did any leisure cycling, and 199minutes for
those who did any utility cycling. Whereas leisure cycling is rather evenly geographically distributed
(Figure 2 Center), utility cycling (Figure 2 Right) appears more concentrated in specific areas such as
Cambridge, Oxford, Isles of Scilly, or Hackney. A higher proportion of leisure cycling does not nec-
essarily correspond with a higher proportion of utility cycling. For example, Local Authorities such
as Rushcliffe or Hart, with more than 25% of leisure cycling, have less than 10% of utility cycling. In
contrast, most of the areas with high utility cycling have also a significant presence of leisure cycling.

Overall, the lower the level of deprivation, the higher the proportion of cycling participation (Fig-
ure 3 Le). is trend is clearly observed for leisure cycling (Figure 3Center). However, utility cycling
remains flat across all levels of deprivation (Figure 3 Right).
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Total cycling (%)

0 to 10
10 to 20
20 to 30
30 to 40
40 to 50
50 or more

Leisure cycling (%)

0 to 10
10 to 20
20 to 30
30 to 40
40 to 50
50 or more

Utility cycling (%)

0 to 10
10 to 20
20 to 30
30 to 40
40 to 50
50 or more

Figure 2: Maps of England illustrating the proportion of people who did any (total) cycling (le), any
leisure cycling (center), and any utility cycling (right) in the last 4 weeks.

By contrast, the average cycling duration is slightly higher in more deprived areas than in less de-
prived areas (Figure 4 Le). is difference is more noticeable for utility cycling, particularly in areas
from the first quintile compared to those from the rest of quintiles (Figure 4 Right).

Contrary to our expectations, on average, the more deprived the areas the higher the density of
cycling infrastructure. is is the case for both considered types of cycling infrastructure: cycle tracks
(off-road) and cycle lanes (on-road) (Figure 5).

Figure 6 shows the area-level variables proportion cycling participation (for total, utility, and
leisure cycling), cycle tracks, cycle lanes, quietness, density, and hilliness standardized by quintile level
of deprivation. e result is paradoxical. While the proportions of total and leisure cycling, as well as
hilliness, follow a positive trend from more to less deprived quintile, the environmental variables re-
ferring to the built environment (cycle tracks, cycle lanes, quietness, and density) generally follow the
opposite tendency. at is, in areas where the environment is supposedly more suitable for cycling,
cycling proportions are lower; whereas in areas where the environment is less cycle-friendly, cycling
proportions are higher.

3.2 Multilevel analyses

3.2.1 Associations between level of deprivation and cycling participation

emultilevel logisticmodels adjusting for the ‘individual’ fixed effects (Table 2) show a clear negative
association between level of deprivation and total cycling participation: the higher the level of depri-
vation the lower the likelihood of any cycling participation. is trend is slightly stronger for leisure
cycling than for total cycling. For utility cycling, no significant association was found.
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Figure 3: Boxplots of the proportion of people who did any (total) cycling (le), any leisure cycling
(center), and any utility cycling (right) in the last 4 weeks by quintile level of deprivation.

When we adjust for the ‘individual’ and ‘area’ fixed effects (Table 2), the disparities increase. All
else being equal, someone in Q5 is 52% more likely to have cycled in the last 4 weeks than a similar
individual in a comparable environment in Q1. is increase of inequalities in total cycling is mostly
caused by the increment of disparities in theQ3,Q4, andQ5 quintiles for utility cycling. is suggests
that if the areas in these quintiles (Q3, Q4, and Q5) had the same environmental attributes (in terms
of cycle tracks, density, and hilliness) as the areas inQ1, more people that lives in themwould cycle for
transport. erefore, we can conclude that the environmental variables found significantly associated
with utility cycling participation (i.e., cycle tracks density, population density, and hilliness – seeTable
5) contribute to equal utility cycling among the different socioeconomic groups.

3.2.2 Associations between level of deprivation and cycling duration

e multilevel gamma models adjusting for ‘individual’ fixed effects (Table 2) show a positive asso-
ciation between level of deprivation and cycling duration. at is, those who did any cycling in the
last 4 weeks living in deprived areas were more likely to cycle longer per week than those who did any
cycling in the last 4 weeks living in non-deprived areas. e effect of this association is slightly higher
for utility than for leisure cycling.

Adjusting the gamma models for the ‘individual’ and ‘area’ fixed effects (Table 2) hardly alter the
ORs and significance results. is suggests that the environmental attributes (considered in our mod-
els) do not substantially influence the time that people cycle per week.
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Figure 4: Boxplots of the average cycling duration (in minutes per week) for those who did any (total)
cycling (le), any leisure cycling (center), and any utility cycling (right) in the last 4 weeks by
quintile level of deprivation.

4 Discussion

e first aim of this study was to analyze the extent to which socioeconomic disadvantage in England
impacts cycling participation and cycling duration for both leisure cycling and utility cycling. A signif-
icant negative relationship between level of deprivation and cycling participationwas found for leisure
cycling. However, for utility cycling, no significant associationwas found. Although to the best of our
knowledge, no study in the UK has explored the relationship between the level of deprivation and
leisure cycling, most research from other countries support our finding concluding that leisure cycling
is more common among non-deprived populations than among deprived populations (Bandeira et al.
2017; Heesch et al. 2015; Kamphuis et al. 2008). Previous studies that looked at the relationship be-
tween deprivation and utility cycling in England have focused on commuting cycling. (Parkin et al.
2008) found a positive link between low-income areas and commuting cycling. However, (Goodman
2013) found that low-income groups commuted by bicycle slightly more than higher affluent groups.
Nevertheless, she pointed out that in the period 2001-2011 the differences had been reduced, and
reversed in the highest cycling locations, predicting that future cycling in England and Wales might
become increasingly concentrated among affluent groups.

On the contrary, a significant positive relationship between level of deprivation and cycling du-
ration was found, i.e., cyclists living in deprived areas were more likely to cycle longer per week than
cyclists living in non-deprived areas. is association was slightly stronger for utility than for leisure
cycling. e fact that socioeconomically disadvantaged cyclists tend to have less access to othermodes
of transport such as cars or public transport might explain this disparity for utility cycling.
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Figure 5: Boxplots of the density of cycle tracks (le) and cycle lanes (right) by quintile level of depri-
vation.

e second aim of the study was to examine whether the socioeconomic inequalities in cycling
participation could be explained by inequality in the distribution of environments more prone to cy-
cling. Contrary to our expectations, both the descriptive and the multilevel model analyses indicate
thatmore deprived areas inEngland are, in general terms,more suitable for cycling and better provided
of cycle-friendly infrastructure than less deprived areas. is rejects the hypothesis that the difference
in cycling participation per socioeconomic level, demonstrated when addressing the first aim, might
be partly explained by inequality in the distribution of cycle-friendly environments (at least in terms
of the factors that we analyzed, i.e., infrastructure, quietness, density, and hilliness).

We attribute higher density of cycling infrastructure in deprived areas to the fact that these areas
in England (and in most industrialized countries) tend to be located in (or close to) the center of the
cities (Margo 1992; Mieszkowski and Mills 1993; Mills and Sende Lubuele 1997), and traditionally
city centers have been equipped with more transport infrastructure. However, not in all cities of most
industrialized countries, deprived areas are more cycle-friendly. For example, in 22 large US cities was
found that access to bike lanes was lower in areas with lower education, higher Hispanic populations,
and lower composite SES (Braun et al. 2019). Also in Chicago (Prelog 2015) and Minnesota (Wang
and Lindsey 2017), a clear inequity in the distribution of cycling infrastructure was found. Neither
in all countries and cities, most deprived populations live in central and dense areas. In Latin Ameri-
can countries, for instance, low-income populations live primarily in distant peripheral areas (Sabatini
2006). is might explain, at least in part, that studies conducted in Latin American countries (Teu-
nissen et al. 2015; Tucker andManaugh 2018) found disadvantaged areas significantly worse provided
of cycling infrastructure than middle and upper-class areas.

e fact that population living in deprived areas despite having better infrastructure and cycle-
friendly environment cycle less leads to the conclusion that although spatial determinants are impor-
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Figure 6: Barplot displaying themean standardized scores of the area-level variables proportion cycling
participation (total, utility, and leisure), cycle tracks, cycle lanes, quietness, density, and hilli-
ness by quintile level of deprivation.

tant for cycling promotion (particularly for utility cycling), social and individual factors must be es-
sential to engage disadvantaged people in cycling.

As full models showed (see AppendixA), non-whites, low-educated, and people with occupations
of lower social groups, which are social groups generally linkedwith socioeconomic disadvantage, were
also negatively correlated with cycling. Non-white and low-educated individuals were particularly less
likely to cycle for utility (OR0.43 andOR0.60, respectively); whereas, people with occupations of the
lower social groups were particularly less likely to cycle for leisure (OR 0.69). According to research,
other individual barriers to cycle among disadvantaged populations are: not having a bicycle or gear
related, lack of secure storage at home and where they go (McNeil 2011), and cultural aspects such as
social stigma of using a bicycle as a mode of transport (Bratman and Jul 2014; Steinbach et al. 2011).
Strengths of this study include the use of the nationally representative ALS. e ALS is one of the
largest surveys of its kind, with 179,747 valid responses for the period mid-November 2017 to mid-
November 2018(Ipsos MORI 2019). e inclusion of both leisure cycling and utility cycling in the
analyses is another strength. Most of the studies that previously looked at the relationship between
socioeconomic disadvantage and cycling in the UK were focused only on cycling commuting.

Several limitations associated with the input data and our focus on IMD scores as a proxy for
disadvantage should be considered when interpreting the results and drawing conclusions. First, the
study used cross-sectional data and consequently cannot be used to infer causality: the reasons why
people living in disadvantaged areas cycle less than people living in non-disadvantaged areas are still
uncertain in the UK and beyond. We suggest that understanding the causal pathways should be a pri-
ority of future research into cycling inequalities. Second, the data used from the ALS is self-reported
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Table 2: Associations between level of deprivation (IMDquintiles) and total, leisure, andutility cycling
participation, and total, leisure, and utility cycling duration

Multilevel logistic models
(cycling participation)

Multilevel gamma models
(cycling duration)

adjusting ’individual’
fixed effects

OR (95% CI) 

adjusting ’individual’
and ’area’ fixed effects

OR (95% CI) 

adjusting ’individual’
fixed effects

OR (95% CI) 

adjusting ’individual’
and ’area’ fixed effects

OR (95% CI) 

Total cycling
Q1 (most) 1 1 1 1
Q2 1.11 (1.03, 1.18) ** 1.12 (1.04, 1.20) ** 0.89 (0.81, 0.98) * 0.89 (0.89, 0.89) ***
Q3 1.28 (1.20, 1.35) *** 1.32 (1.24, 1.40) *** 0.83 (0.74, 0.92) *** 0.83 (0.83, 0.83) ***
Q4 1.36 (1.28, 1.44) *** 1.44 (1.36, 1.52) *** 0.84 (0.76, 0.93) *** 0.85 (0.85, 0.85) ***
Q5 (least) 1.42 (1.34, 1.50) *** 1.52 (1.44, 1.60) *** 0.81 (0.73, 0.90) *** 0.82 (0.82, 0.82) ***

Leisure cycling
Q1 (most) 1 1 1 1
Q2 1.11 (1.03, 1.18) ** 1.12 (1.04, 1.19) ** 0.90 (0.83, 0.98) * 0.87 (0.79, 0.95) ***
Q3 1.28 (1.21, 1.35) *** 1.30 (1.22, 1.37) *** 0.85 (0.78, 0.93) *** 0.80 (0.72, 0.88) ***
Q4 1.38 (1.31, 1.46) *** 1.41 (1.33, 1.49) *** 0.87 (0.79, 0.95) *** 0.81 (0.72, 0.89) ***
Q5 (least) 1.45 (1.38, 1.53) *** 1.49 (1.41, 1.57) *** 0.88 (0.80, 0.96) ** 0.82 (0.73, 0.90) ***

Utility cycling
Q1 (most) 1 1 1 1
Q2 0.99 (0.86, 1.12) 1.05 (0.92, 1.18) 0.88 (0.78, 0.98) * 0.91 (0.80, 1.01)
Q3 1.05 (0.92, 1.18) 1.23 (1.10, 1.37) ** 0.85 (0.74, 0.95) ** 0.89 (0.78, 1.00) *
Q4 1.12 (0.99, 1.25) 1.39 (1.26, 1.53) *** 0.82 (0.72, 0.92) *** 0.87 (0.76, 0.98) *
Q5 (least) 1.07 (0.93, 1.20) 1.39 (1.25, 1.53) *** 0.76 (0.65, 0.86) *** 0.81 (0.69, 0.92) ***

 ismultilevel logisticmodel estimates the association between level of deprivation (IMDquintiles) and cycling
participation adjusting for the ’individual’ fixed effects.

 ismultilevel logisticmodel estimates the association between IMDquintiles and cycling participation adjust-
ing for the ’individual’ and ’area’ fixed effects.

 is multilevel gamma model estimates the association between IMD quintiles and cycling duration adjusting
for the ’individual’ fixed effects.

 is multilevel gamma model estimates the association between IMD quintiles and cycling duration adjusting
for the ’individual’ and ’area’ fixed effects.
Significance: * p < 0.05, ** p < 0.01, *** p < 0.001; OR (95% CI) = Odds ratio and 95% confidence intervals.

which implies a potential risk of bias assessment. A systematic review (Prince et al. 2008) comparing
direct versus self-report measures for assessing physical activity in adults found out that, self-report
measures of physical activity were both higher and lower than directly measured levels of physical
activity. ird, we did not have access to the residential LSOA of individuals, which is the level at
which the IMD is collected. To overcome this limitation, we had to aggregate the LSOAs dataset
by IMD decile and Local Authority (LA). is allowed exploring associations between environmen-
tal factors and cycling participation per level of deprivation at a sub-local authority level (see section
2.3). Fourth, although most of our data were at the individual-level, the key variable of the analysis,
‘level of deprivation’, referred to the level of deprivation of the area where respondents lived, but not
the level of deprivation of individuals or households. erefore, among the cycling participation con-
sidered of disadvantaged populations, there could be included, for example, cycling participation of
affluent young professionals (also known as ‘hipsters’), who tend to live in deprived areas and cycle
more oen than average. is suggests that bicycle use of disadvantaged populations could be even
lower than we reported. In the same way, though, cycling participation considered of non-deprived
populations could be of disadvantaged populations living in wealthier areas. Fih, the research did
not account for potential confounding variables such as attractiveness/aesthetics, crime, road safety,
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and air quality previously linkedwith cycling levels (Edwards et al. 2006;Kremers et al. 2012;Mitchell
and Dorling 2003; Timms and Tight 2010). ese could plausibly affect the likelihood of cycling in
ways that are not accounted for in our research. Finally, the variables ‘cycle track (off-road)’ and ‘cycle
lane (on-road)’ were sourced from the OpenStreetMap (OSM) which is built through crowdsourced
volunteered geographic information. is implies the risk that in areas where people contribute more
the information may be more detailed and vice-versa, suggesting further avenues for research that use
more accurate and systematically collected data on cycling infrastructure.

5 Conclusions

is research found that the likelihood of cycling in England is lower among people living in deprived
areas than among people living in non-deprived areas. is difference is statistically significant for
leisure cycling, but also for utility cycling when controlling for individual and environmental factors.
However, cyclists living in deprived areas were found to cycle longer per week than cyclists living in
non-deprived areas, particularly for utility cycling. e study also found, contrary to our expectations,
that cycling infrastructure supply and levels of cyclability are higher in deprived areas than in non-
deprived areas in England. is is attributed to the fact that deprived areas in England tend to be
located in city centers, where cycling infrastructure and traffic calm measures have been traditionally
more oen implemented. e paradox of a lower likelihood of cycling in deprived areas where the
environment may be more cycle-friendly suggests that the provision of infrastructure and cyclability
alone is not enough to engage more disadvantaged population in cycling.

Interventions to increase access to bicycles (either for ownership and secure storage space) and
against the social stigma of cycling among socioeconomically disadvantaged populations should be
taken into consideration, as some studies suggest. Even so, further research on barriers to cycling
among socioeconomically disadvantagedpopulations, andhowthese barriers intersectwithother types
of disadvantage is required to provide the evidence needed for effective interventions to enabling the
benefits of cycling to be available for all.
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Appendix A Models full results

is appendix shows the full results of the multilevel regression models for total cycling (Table 3), for
leisure cycling (Table 4), and for utility cycling (Table 5).
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